
Stat 427/627 (Statistical Machine Learning, Baron)

Notes on Jackknife

Jackknife is an effective resampling method that was proposed by Morris Quenouille to estimate
and reduce the bias of parameter estimates.

1.1 Jackknife resampling

Resampling refers to sampling from the original sample S with certain weights. The original weights
are (1/n) for each units in the sample, and the original empirical distribution is

F̂ =





mass
1

n
at each observation xi, i ∈ S

0 elsewhere

Resampling schemes assign different weights. Jackknife re-assigns weights as follows,

F̂JK =





mass
1

n− 1
at each observation xi, i ∈ S, i 6= j

0 elsewhere, including xj

That is, Jackknife removes unit j from the sample, and the new jackknife sample is

S(j) = (x1, . . . , xj−1, xj+1, . . . , xn).

1.2 Jackknife estimator

Suppose we estimate parameter θ with an estimator θ̂ = θ̂(x1, . . . , xn). The bias of θ̂ is

Bias(θ̂) = Eθ(θ̂)− θ.

• How to estimate Bias(θ̂)?

• How to reduce |Bias(θ̂)|?

• If the bias is not zero, how to find an estimator with a smaller bias?

For almost all reasonable and practical estimates, Bias(θ̂) → 0, as n → ∞. Then, it is reasonable
to assume a power series of the type

Eθ(θ̂) = θ +
a1
n

+
a2
n2

+
a3
n3

+ . . . ,

with some coefficients {ak}.
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1.2.1 Delete one

Based on a Jackknife sample S(j), we compute the Jackknife version of the estimator,

θ̂(j) = θ̂(S(j)) = θ̂(x1, . . . , xj−1, xj+1, . . . , xn),

whose expected value admits representation

Eθ(θ̂(j)) = θ +
a1

n− 1
+

a2
(n− 1)2

+ . . . .

1.2.2 Average

For the sake of a smaller variance, let us average all such estimates and define

θ̂(•) =
1

n

n∑

j=1

θ̂(j).

This averaged estimator has the same expected value as each θ̂(j),

Eθ(θ̂(•)) = θ +
a1

n− 1
+

a2
(n− 1)2

+ . . . .

1.2.3 Combine θ̂(•) with θ̂

Now it is easy to combine the averaged Jackknife estimator θ̂(•) with the original θ̂, to kill the main

term in the bias of θ̂. Consider

Eθ

{
nθ̂ − (n− 1)θ̂(•)

}
= {nθ − (n− 1)θ}+ {a1 − a1}+

{
a2
n

−
a2

n− 1

}
+ . . .

= θ +
a2

n(n− 1)
+ . . .

= θ +
a2
n2

+O(n−3). (1)

1.2.4 The Jackknife estimator

The Jackknife estimator of θ is
θ̂JK = nθ̂ − (n− 1)θ̂(•).

According to (1), its bias is of order O(n−2) instead of O(n−1), and thus, we have achieved our
goal of bias reduction,

Bias(θ̂JK) =
a2
n2

+O(n−3)

1.2.5 Estimation of the bias

In general, estimation of the bias is a tricky problem because we observed an estimator θ̂ only once,
we cannot compute the average of such estimators, and it is not clear how this average differs from
the true parameter θ. Now we can use the Jackknife method to estimate the bias.
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We know that θ̂JK is “almost” unbiased, therefore, the difference between the original estimator
θ̂ and θ̂JK is a good estimator of Bias(θ̂),

B̂ias(θ̂) = θ̂ − θ̂JK = (n− 1)(θ̂(•) − θ̂).

1.2.6 Example - sample variance

As an example, consider an MLE version of the sample variance

θ̂ =

∑n
1 (xi − x̄)2

n
=

∑n
1 x

2
i

n
− x̄2,

which is the maximum likelihood estimator of the population variance θ = σ2 = VarX under the
Normal distribution.

This estimator is biased. As we know, the unbiased version of the sample variance is

s2 =

n∑

1

(xi − x̄)2

n− 1
.

Apply the Jackknife method to the biased estimator θ̂.
First, delete unit j and compute

θ̂(j) =

∑

i 6=j

x2
i

n− 1
− x̄2

(j)

=

n∑

1

x2
i − x2

j

n− 1
−

(
n∑

1

xi − xj

)2

(n− 1)2

=

n∑

1

x2
i − x2

j

n− 1
−

(
n∑

1

xi

)2

+ x2
j − 2xj

n∑

1

xi

(n− 1)2

Then, average all θ̂(j),

θ̂(•) =
1

n

n∑

1

θ̂(j)

=

n∑

1

x2
i −

1

n

n∑

1

x2
j

n− 1
−

(
n∑

1

xi

)2

+
1

n

n∑

1

x2
j − 2

1

n

n∑

1

xj

n∑

1

xi

(n− 1)2

=

(
1

n
−

1

n(n− 1)2

)
n∑

1

x2
i −

n− 2

n(n− 1)2

(
n∑

1

xj

)2

.
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Final step - obtain the Jackknife estimator

θ̂JK = nθ̂ − (n− 1)θ̂(•)

=

(∑
x2
i −

(
∑

xi)
2

n

)
−

(
n− 1

n
−

1

n(n− 1)

)∑
x2
i +

n− 2

n(n− 1)

(∑
xj

)2

=

(
1−

n− 1

n
+

1

n(n− 1)

)∑
x2
i −

(
1

n
−

n− 2

n(n− 1)

)(∑
xj

)2

=

∑
x2
i − nx̄2

n− 1
= s2

The Jackknife method immediately converted the biased version of the sample variance into the
unbiased version!

This was anticipated. Expected value of θ̂ is actually

Eθ(θ̂) = θ −
θ

n
,

with coefficients a1 = −θ and aj = 0 for all j ≥ 2. Jackknife removes the (a1/n) term of the power
series. Since there are no other terms in this case, Jackknife removed the entire bias.
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